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Abstract 

 

Iris biometric is one of the most reliable biometric with respect to performance. The accuracy of iris 

recognition depends on the accuracy of iris segmentation. But the process of segmenting iris from 

non-ideal iris images is a challenging task. In this paper, a segmentation methodology that aims at 

compensating various nonidealities contained in iris images during segmentation is proposed. The 

nonideal iris images are those images affected with specular reflection, blur, lighting variation, 

occlusion and off-angle images. Our algorithm  involves two phases. In the first phase, the non-ideal 

factors are compensated. In the second phase, segmentation of iris is performed using ellipse fitting. 

Since the nonidealities are compensated, the improvement in the accuracy of segmentation is 

guaranteed. We demonstrate the robustness of our segmentation methodology by evaluating the data 

set, namely, the Chinese Academy of Sciences iris data version3 interval subdirectory. 
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1. Introduction  

In recent years, iris recognition has gathered a great importance due to its reliability. Current iris 

recognition algorithms that have potential for high recognition performance require highly constrained 

subject presentation. But in practical situations, the subject presentation (capture of iris images) 

cannot be constrained and so the quality of the captured data may be degraded. These factors, such as 

specular reflection, lighting variation, blur, off-angle, and occlusion can negatively impact 

segmentation performance.  

Clasically, pupil and iris regions have been localized using efficient integrodifferential operator as 

defined by Daugman[7]. This operator remains in use today for a majority of commercial systems. 

Wildes[23] introduced pupil and iris localization by use of edge detection, which is followed by 

circular Hough transform. A number of recent approaches, based on variants of the former 

methodology that utilize the Hough Transform, have been developed ([5], [22]). Some algorithms has 

employed morphological operators and ellipse fitting to cope with the noncircular shape of iris. The 

http://www.jrrset.com/
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limitation concerning these algorithms is that they were developed for ideal data. This may result in 

significant degradation of performance when the algorithms are applied to nonideal imagery. 

There have been some work focusing on non-ideal iris specifically off-angle [19].They mostly 

focus on bringing off-angle iris images into frontal view to involve iris segmentation algorithms 

defined for frontal view ideal irises, rather than dealing with the segmentation aspects related to this 

paper.  Proenca and Alexandre[15] identify a more noise-tolerant feature set, consisting of pixel 

location and intensity, which is then uses to construct an edge map followed by circular Hough 

transform for localization. They demonstrate good results when evaluating the UBIRIS data set. One 

disadvantage with this approach is that inexact localization can result from off-angle images because 

of the circular fit.  

Some authors( [24]) claim that their optimal partitioning-based algorithm is robust to poor 

illumination, blur, occlusion. The method of segmentation based on graph cuts[16] is an unique 

approach. But this technique is very complex. Some papers provides methods for the estimation of 

occlusions and also to eliminate the presence of specular reflections. The most recent trend is to use 

active contours. The author of [17] has used a Fourier based trigonometry to approximate the iris 

boundary from a set of Fourier coefficients. The difficulty with this approach is that it is difficult to 

determine the required order of Fourier Expansion. Actually most of the authors have used Hough 

transform in one way or the other. Hough transform is very efficient while dealing with ideal iris 

images. But the efficiency is reduced in case of non-ideal iris images. 

In this paper, we propose a methodology for automatic segmentation of iris images that 

sequentially compensates non-ideal factors present in poor quality iris images. The fact that quality 

metrics can individually be estimated laid a foundation for this paper. This paper describes a sequence 

of procedures and steps that are intended to compensate detected nonidealities in iris images to 

successfully segment nonideal iris images. The following compensation steps are applied. We first 

detect and eliminate specular reflections through the application of hard thresholding and partial 

differential equation based inpainting. Then we localize the pupil by invoking diverse information 

available in the image involving pupil location, intensity and shape. We further propose a technique to 

eliminate occlusions resulting from the overlap of long eyelashes with the area of the pupil. Both the 

pupil and the iris are segmented by fitting a rotated ellipse, which is an ellipse parameterized by the 

parameters of the main axes, center point, and the angle of rotation. Simultaneously with the iris 

boundary we estimate the occlusion mask by applying an edge detector and slightly smearing the 

mask to ensure connected edges. 

The rest of this paper is organized as follows. Section II describes our processing steps for non-

ideal images and segmentation methodology for pupil and iris localization. Section III illustrates the 

performance of our segmentation algorithm. Finally conclusion is presented in section IV. 

2. Proposed Algorithm 

Our iris segmentation algorithm includes the following steps. A) preprocessing B) pupil 

segmenation C) iris segmentation D) occlusion estimation and E) unwrapping. 

A. Preprocessing 
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1) Inpainting of Specular reflections: Specular reflections appear as white bright spots in the 

image. If they are not removed, they can degrade the performance of an intensity and gradient-based 

segmentation algorithm. 

 Let A(n1, n2) be an image intensity at a location (n1, n2). The parameters , , (maximum pupil 

intensity value)have to be preset and their values depends on the type of sensors used to get the image. 

The thresholding function γ (n1, n2) is given as: 

 

The intensity value of the pixel (n1, n2) is considered as a specular reflection if the intensity value 

A(n1, n2) ≥ γ (n1, n2).  

The parameters can easily be estimated from a small set of sample iris images when the capture 

device or the environmental setup changes. The set of parameters that we have used to demonstrate 

the performance of this algorithm is suitable for a number of iris capture devices operating in a near-

IR range. The complete inpainting procedure includes the following steps: 

1) A potential pupil area (mask p1) is identified using the threshold . An enlarged mask p2 is 

obtained after closing unfilled regions. 

2) Potential regions containing specular reflections are selected, i.e., masks are selected using the 

thresholding procedure(1) 

3) Mask s is dilated to include all the possible affected regions. 

4) The intersection of mask p2 and mask s is obtained as mask p3. 

5) The pixel is considered to be affected with specular reflection if it satisfies the following 

condition: 

A) The value of the pixel p1(p,q) is 0. 

B) The value of the pixel p2(p,q) is 1. 

C) The value of the pixel p3(p,q) is 1. 

6) If the pixel is identified to be affected with specular reflection, then it has to be 

inpainted(replace with normal pixel). 

7) A PDE based inpaintingprocedure[2] is used to replace the affected pixel with the normal pixel. 

The results are clearly shown in Fig.1 

2) Denoising:We have used a 2-D adaptive Wiener filter to remove the effect of noise (if present). 

The value of mean and variance are locally estimated first for each pixel (n1, n2) in the original 

Pixel located inside the pupil area determined by  . 

Pixel located outside pupil area. 

 (1) 
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image. Then the image is denoised. A 5 5 neighborhood is used. The effect of noise removal is 

particularly noticeable in low-resolution images. 

B. Pupil Segmentation 

 1) Contrast Enhancement:This step is required to guarantee the clarity of boundary between the 

pupil and the iris. It ensures correct pupil segmentation. 

2) Smoothing:Noise and other strong disturbances caused by the eyelashes and near-pupil 

sphincter muscle are eliminated by performing the smoothing step. We used a median filter with 5 5 

neighborhood to remove the misleading edges inside the iris area. As the pupil segmentation 

procedure is intensity and gradient based, the smoothing of the image is important for the images with 

low contrast or with a noisy pupil area. 

3) Pupil Localisation: We have made two assumptions to localize the pupil. 

 1) Pupil area has the smallest intensity values. 

 2) Shape of pupil is described by a circle or ellipse 

 We have used two steps to locate the pupil. 

1. Pupil candidates are selected based on a circular shape by Hough Transform. 

2. The optimal candidate is selected based on the value  for each candidate i. 

  =  where   

  is the distance between candidate and image center 

  is the intensity value of the candidate at location i. 

 The optimal candidate is chosen to be the candidate with largest value  . Once the optimal 

candidate is selected, the pupil can be roughly segmented using the similarity of intensity values. Fig. 

2 is an illustration of this process. 

4) Rough Segmentation of the pupil: A 5 5 neighborhood around the optimal candidate is used to 

identify the initial minimum and maximum intensities used for searching the pupil area. This intensity 

range is defined based on the rough estimation of the pupil shape and the gradient information along 

(2) 
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the region boundary. The pupil area is assumed to be relatively well described by a circular shape and 

has a clear boundary. The summary of evaluation criteria is: 

 1) The size of the selected area should be larger than a threshold. We use 100. 

 2) The average gradient value along the boundary has to be maximum. 

 After the rough evaluation, we perform a few more processing steps to compensate for eyelash 

occlusion and specular reflections on the papillary boundary. 

  5) Refinement of the Pupil Boundary: Eyelashes can introduce “spike”-like shapes along the 

boundary. The center of mass for the rough segmentation region is used as an approximation to the 

pupil center. The boundary is scanned and spikes are detected (using the distance from the boundary 

points to the center or by using angular information). Detected spikes are removed by using a large 

circle of radius that is equal to twice the distance from the cutting point to the center. Fig. 3 illustrates 

this procedure. 

 Strong specular reflections along the pupil boundary or light colored eyelashes may cause the 

rough pupil boundary to become concave which may degrade. We calculate the convex hull with 

respect to the pupil boundary to reduce this problem. An illustration of this process is provided in the 

Fig. 4. 

 

  

 

 

Fig. 1. (a) Iris Image (b)Mask p1 (c) Mask p2  (d) Mask s (e) Mask s dilated (f) Mask p3 (g) Inpainted Image 
 
 

 

 
Fig. 2. Six pupil candidates are selected based on a circular shape of bright regions. Then, the intensity information is 

used to select the optimal candidate with the largest intensity value. 
 

(a) (b) (c) (d) (e) (f) 

(g) 
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Fig. 3. “Spike” removal. (a) Original Image (b) Estimated pupil boundary (c) Removing the “spike” 

(d) Refined boundary after the “spike” removal. 

 

Fig. 4. “Spike” removal. (a) Original Image (b) Initial concave pupil mask (c) convex hull result (d) 

result of ellipse-fitting using an unaffected pupil boundary. 

  6) Ellipse Fitting:We have used a rotated ellipse model to describe the pupil boundary. 

Mathematically, a rotated ellipse is described as 

  + = 1 

Where (  is the center of the pupil, and  is the angle of rotation. The boundary (partial) is 

selected using only those points that lie outside the specular reflection mask generated during the 

inpainting procedure. The top and bottom parts of the boundary should be avoided to overcome 

occlusions. The conditions to be considered while selecting the partial boundary are: 

1) The part should be outside of the specular reflection mask. 

2) It should have a clear edge (high gradient value). 

3) It should be continuous. 

The goodness of the pupil boundary estimation is verified using two criteria. 

 1) The error between the pupil mask and the ellipse fitted into the boundary should be small. 

 2) If only a small part of the pupil remains unoccluded, sections of the pupil boundary have to be 

well separated. 

 Fig. 5 illustrates the ellipse fitting procedure. 

C. Iris Segmentation 

 We assume that the shapes of the iris and the pupil are similar and apply (2) to segment the iris 

region. Other assumptions that reduce the computational cost can be made. They include using the 

(3) 
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same angle  and same parameters a and b. These assumptions are particularly useful when the iris is 

heavily occluded or it is strongly rotated. 

1) Image Translation and Inpainting: To ensure that the search of the limbic boundary is performed 

over a broad range of parameters describing the ellipse, the image of an iris is translated such that the 

center of the pupil is aligned with the center of the image. The blank area formed due to the image 

shift is inpainted to avoid introduction of new edges. An example of an image containing a partial iris 

is shown in Fig. 6. 

2) Directional Edge Detector: We use a method similar to Daugman’s edge detector based on 

integrodifferentialoperator[3]. Define a space of rotated ellipse(3) where the center of the iris is 

limited to the neighborhood of the center of the pupil. The problem of finding the best fit is reduced to 

the following optimization problem: 

Max[ ] 

 

Where B( ) is the partial boundary of the ellipse and L( ) is the length of B( 

), and F(  is a function of the image gradient. The function  is the 

normalization given by 

 =  

 

 

Fig. 5.Ellipse Fitting.  (a) Original Image (b) Refined pupil mask (c) Specular reflection mask (d) 

ellipse fitting taking into account specular reflections (e) Error(the Exclusive-or between ellipse fitting 

B          ) 

 (4) 

B          ) 

(5) 
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with the original refined pupil mask) (f)edges detected near the refined pupil boundary (g) selected 

partial boundary (h) new ellipse fitting result using the partial boundary (i) final segmentation result 

 

Fig. 6 Image translation procedure (a)original image (b) image after translation and inpainting (c) 

enhanced image (d) segmented iris (e) unwrapped template (f)unwrapped template mask. 

 

The function F(  can be evaluated on an unwrapped image as shown in Fig. 7. The 

transformation of an elliptical system into a circular system is given by 

 = ar cos  

-  = br sin  

Where  = ( - ) and  = arctan((a/b) tan  ). The angle  is used to map the three o’clock point 

on the ellipse in the three o’clock point on the circle assuming  = 0. Then the normal direction to the 

ellipse described by (3) will correspond to the vertical direction in the unwrapped image displayed in 

the polar coordinate system(r, ), i.e., 

F([ ]) =  

Where  are the gradients of image U in  and r directions respectively. The polar 

representation of the iris is further used to efficiently find the boundary of the iris B( ). 

3) Contrast Compensation: Besides heavy occlusion, the uneven illumination of the iris may cause 

an “offset” during the estimation of the iris boundary since all points on the boundary are treated 

equally. The gradient difference along the iris boundary, resulting from an uneven illumination, cause 

the left edge of the iris to be more pronounced compared with the right edge. This problem can be 

solved by normalizing the gradients before fitting an ellipse. Since the pupil is segmented at this stage 

the iris images can be unwrapped with respect to the pupil center. The right and left portions of the 

 (6) 

 (7) 
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unwrapped iris are then considered separately. The iris boundaries are detected separately too. The 

summation of the gradient values along the boundary on each side is used to calculate the weights to 

balance the segmentation. To achieve the correct segmentation of the iris, we scale the right and left 

boundaries of the iris by estimated weights that balance the contribution into the complete ellipse 

fitted into the iris. The details of the contrast balancing procedure are clearly shown in fig. 8. 

D. Occlusion Estimation:  

We implement an occlusion estimation method based on edge detection. To detect 

horizontaledges, we implement a few steps. We first convolve a horizontal sobel mask with the iris 

image. Let  be the result of the convolution. We compare  with the square of the sensitivity 

threshold  at every pixel location (n1, n2). If > and if it is  a local maximum, then a 

horizontal edge point is detected at position (n1, n2). The process of estimating occlusions is further 

illustrated in Fig. 9. 

 
 

Fig. 7.  (a) Original image showing an off-angle iris. (b)Same iris transformed into the circular 

coordinate system and unwrapped. The regions E1, E3, and E5 contain the true boundary between the 

iris and the scelera. 
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Fig. 8. Contrast balancing procedure. (a) original image with results of pupil segmentation imposed 

onto the image (b) unwrapped image (c) iris boundaries are separately detected(d) result of the final 

iris detection with different contrast compensation weights added on both sides. 

 

 
Fig. 9. Evolution of the occlusion mask.(a) Original Image (b) result of the initial edge detection 

(c)edge information after smearing(d) result of combination of the mask and outcome of iris 

segmentation (e) area selected based on connectivity information. (f) Final result 

 

E. Unwrapping:  

To unwrap the iris, we use a technique similar to Camus and Wildes technique [1]. Both the iris 

and the pupil are described by ellipses. The boundaries are sampled and mapped into circles. The 

ellipse describing the pupil boundary is given by 

 = cos( - )cos - sin( - )sin +  

 = cos( - )sin + sin( - )cos +  

Where  ( , ,  , , ) are the parameters of the ellipse. The iris boundary is described by the 

ellipse with the parameters 

 = cos( - )cos - sin( - )sin +  

 = cos( - )sin + sin( - )cos +  

The mapping of the point ( , ) into ( , r) point in the pseudopolar coordinate system is described 

by 

( ) = (1 - r) ( ) + r ( ) 
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( ) = (1 - r) ( ) + r ( ) 

Where 0 < r  1, ( ) is a sample point on the pupil boundary, and ( , ) is a sample point on the 

iris boundary. Finally the pixel intensity is interpolated using a cubic interpolation method to generate 

the unwrapped iris. 

3.Performance Evaluation  

To verify the performance of the proposed segmentation algorithm, we perform visual evaluation. 

The criteria used for visual evaluation is shown in Fig. 10. We select two criteria as a measure of 

visual evalution: the maximum offset of the pupil boundary  and the maximum offset of the iris 

boundary . The two offsets will be compared with the minimum distance between the iris boundary 

and the pupil. i.e., . All results are placed in four categories. 

Good:  /  and  / 10%. There is no clear boundary offset. 

Fair:  (5% /  and  / 0%.) or ( /  and 

10% / 20%). 

Poor:  (10% /  and / ) or ( /  and 

20% / 35%). 

Bad:   Everything else. 

The examples of good, fair, poor and bad segmentations are shown in Fig. 11. 

 

Fig.10. Criteria used for visual evaluation of the proposed algorithm. 
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Fig. 11. Examples of (a)good (b)fair (c)poor (d)bad segmentations 

Table 1 contains the results of manual evaluation of the segmentation performance of the proposed 

algorithm. 

 

 

 

 

 

 

 

 

4. Conclusion and Future work 

A methodology for robust iris segmentation designed specifically for nonideal irises has been 

proposed. Processing steps were done to deal with non-idealities like specular reflections. An ellipse-

based model is used to model the boundaries of iris which can effectively handle nonfrontal iris 

images also. The occlusion is also detected. We evaluated the performance of our algorithm by using 

the dataset namely CASIA 3INT iris dataset and we achieved a very high rate of accuracy. This 

algorithm can guarantee an excellent rate of accuracy in iris segmentation and can be used in iris 

recognition algorithms to improve their accuracy. 

In the future, we intend to increase the speed of our algorithm. The use of active contours as a tool 

for more precise segmentation is also a possible extension to our work.  
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